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Abstract. Rob6Cln has been participating in RoboCup Small Size League
since 2019 and achieved its best result in 2021. This paper presents our
new robot version intending to attend the Small Size League (SSL) in
RoboCup 2022 in Bangkok, Thailand. This paper aims to share some of
the academic researches that our team developed over the past year. Our
team has successfully published five articles at two high-impact confer-
ences: the 24th RoboCup International Symposium and the 18th IEEE
Latin American Robotics Symposium (LARS 2021). We also continue to
share our improvements in software development, electronics, and me-
chanical systems. We are making a unified software to support all foot-
ball categories that our team participates in, where we can share our
algorithms, filters, and strategies among our subteams.

Keywords: Rob6ClIn - RoboCup 2022 - Robotics - Small Size League

1 Optimized Telemetry Network

The improvements in our base station after the RoboCup 2019 increased our
communication system’s reliability. However, it was a weak point during that
competition with frequent lost connections, requiring human intervention to
re-establish the connection. The work entitled Optimized Wireless Control and
Telemetry Network for Mobile Soccer Robots [3] aims to contribute to the league,
presenting our solution helping the teams to improve the quality of their commu-
nication. We present an architecture based on telemetry that sends and receives
information from the robots with low latency and low packet loss rate.

This work studied the leading technologies associated with the Wireless Net-
worked Control Systems (WNCS). The proposed architecture to control and
monitor the telemetry of multiple mobile robots involves optimizing the current
communication system between CPU, Base Station, and Robot to decrease the
delay in sending and receiving messages, comparing the results with a previous



2

RoboClIn Extended Team Description Paper for RoboCup 2022

serial implementation. Figure 1 presents the communication system between the
base station and CPU using Serial communication (Figure la), which presented
reliability issues during competitions in 2019, and the optimized model using
Ethernet communication proposed (Figure 1b). Validation tests include differ-
ent intervals between messages.
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Fig. 1. Reception delay for 25 tests at each different sending interval, using Serial(a)
or Ethernet(b) base station transmitting computer messages at the configured sending
intervals[3].

Additional tests evaluate whether the implementation of telemetry, i.e., re-
ceiving information from the robot during the matches, affects the real-time
control of the robots for a team in any way. For example, figure 3 shows the
results of message delivery time tests for different numbers of connected robots.
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The results show that it is possible to establish telemetry communication
for a team of robots with a reasonable delivery rate and without significant
packet losses. The team also wants to test communication modules using different
technologies in the future.

2 Dataset and Benchmark for RoboCup SSL

In parallel to the software development, the team started to take its first steps
towards a fully autonomous robot in upcoming competitions. The kickoff for
this challenge was object recognition through an embedded computer vision
system. In this context, the work entitled Dataset and Benchmarking of Real-
Time Embedded Object Detection for RoboCup SSL [5] aims to contribute to
the development of embedded image processing and has two stages. The first
stage elaborates a dataset labeled with images of the category robots, balls, and
goals. The second stage uses machine learning models to evaluate the dataset on
compact hardware to enable its use within the category rules.

The construction of the dataset is composed of public images of the category
available in repositories on the internet, taken by various teams, and new images
taken in a field in the lab to increment the dataset. The images were resized to
a standard resolution of 224 x 224 pixels. The dataset has different robot and
field types and different light conditions. Figure 3 below shows samples of the
dataset.

Fig. 3. Sample images from the dataset [5].

A Raspberry Pi 4B board, a Google Coral Edge TPU accelerator, and a Rasp-
berry Pi Camera V2 were used to perform experiments with different models.
We used the Transfer Learning technique to accelerate the experiments, using
models pre-trained with other datasets and taking advantage of the low-level
features learned. We evaluated the dataset using state-of-the-art detection mod-
els, such as MobileNet SSD v1, MobileNet SSD v2, MobileDet, and YOLO v4
Tiny. We evaluated the models for Average Precision (AP) and Average Recall
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(AR) metrics, with different Intersection over Union (IoU) threshold values and
different object sizes in the images (Small, Medium, and Large). The following
Table 1 shows the AP results for the four methods separated by IoU threshold
and object size. Moreover, Table 2 shows the RA results separated by maximum

detection per image and detected object size.

Table 1. AP for each model by IoU threshold, in APso the threshold used is 0.5 and
APzs is 0.75, and detected object area, where APs, APy, and APy, stands for the
result by each detection size, Small, Medium or Large [5].

Method AP AP50 AP75 APs APM APL

MobileNet SSD vl 44.88% 68.81% 47.51% 26.83% 68.54% 89.62%
MobileNet SSD v2 43.42% 74.41% 44.83% 23.06% 62.55% 82.93%
MobileDet 35.96% 64.95% 36.62% 16.63% 60.48% 82.97%
YOLOv4 Tiny 42.17%  62.24% 54.09% 27.34% 69.05% 58.84%

Table 2. AR for each model by maximum detection per image, AR, for at most 1
object per image and AR for 10 objects per image, and detected object area, where
ARs, ARu, and ARy, stands for the result by each detection size, Small, Medium or

Large [5].

Method ARl ARlO ARS ARM ARL

MobileNet SSD vl 37.75% 62.87%  40.62% 82.18% 91.00%
MobileNet SSD v2 34.76% 50.60% 29.28% 66.21% 87.00%
MobileDet 30.62% 43.66% 22.96% 65.41% 85.00%
YOLOv4 Tiny 36.72% 45.36% 30.41% 74.16% 64.00%

3 RSoccer: A Framework for studying Reinforcement

Learning

Since 2019 the team has been developing Reinforcement Learning (RL) tech-
niques applied to the IEEE Very Small Size Soccer (VSSS) competition. With
the positive results in the VSSS league using the techniques implemented in
both simulated and real-world environments, the team also decided to expand
the studies to the SSL category. The paper entitled rSoccer: A Framework for
Studying Reinforcement Learning in Small and Very Small Size Robot Soccer[6]
presents a framework for developing robot soccer environments for RL. The pro-
posed framework allows multiagent activities to perform tasks in cooperative
and competitive scenarios.

The team adapted the open-source grSim simulator for RL-focused train-
ing conditions. Figure 4 below shows the architecture of the proposed rSoccer

framework.
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Fig. 4. rSoccer framework architecture [6].

| Simulator

The environments were built to receive an action from the agent, which
communicates with other modules and returns new observations and rewards
to the agent. The simulation module is responsible for providing a view of the
working environment.

The framework has six environments developed for training and benchmark-
ing involving robot soccer (Figure 5):

) IEEE VSSS ) GoToBall ) Static Defenders
) Contested Possession e) Dribbling (f) Pass Endurance

Fig. 5. Initial states of the proposed benchmark environments [6].

— IEEE VSSS. In this environment, it is possible to train with single-agent
mode, where only one robot learns a policy, and multi-agent, where robots
share the learned policy (Figure 5a).
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— GoToBall. Environment to teach the robot to reach the ball at a certain
angle.

— Static Defenders. This environment is based on the Hardware Challenge
(HC) of the RoboCup SSL category in 2021, where robots and the ball are
randomly positioned, and the agent is trained to score a goal (Figure 5c¢).

— Contested Possession. Another environment based on the RoboCup SSL
2021 HC where the ball is placed in an opponent’s dribbler, and the agent
must be able to capture the ball and score a goal (Figure 5d).

— Dribbling. Also based on the same HC. The agent starts the challenge with
the ball in the dribbler and must dodge four robots spaced in a row while
keeping the ball in its dribbler (Figure 5e).

— Pass Endurance. The last environment based on HC, Environment for
training the exchange of passes between robots of the same team (Figure
5f).

4 Telemetry-Based PI Tuning

One of the main challenges in the SSL category is the control of robots on
the field, which is essential for good performance during games. With that in
mind, our team looked for techniques to improve low-level control of motors.
The work entitled A Telemetry-based PI Tuning Strategqy for Low-level Control
of an Omnidirectional Mobile Robot [1] proposes a way to perform the tuning of
the low-level controller using the basestation, which in addition to sending the
software input signals, it also collects real-time robot data on the football field.

Figure 6 below shows an overview of the proposed system. A computer con-
nects to the basestation to send the control signals to the robot using the ap-
proach proposed in [3]. This approach reduces the packet loss rate and the delay
between messages. The basestation processes the received data and sends it in
a packet with a predefined message type for radio transmission to the target
robots. Then, the message is decoded, processed and sends the control signals to
the motors. The mainboard of each robot receives feedback from the four motors
through the encoder’s packages and sends the messages back to the base station
in the telemetry message format. The messages are decoded and transmitted to
the computer to assess performance and suggest new control parameters.
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Fig. 6. Overview of the proposed PI tuning system [1].
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The telemetry architecture is similar to the team’s current system, which
controls our robots during matches. The main difference is that we receive motor
data as feedback instead of robot information such as battery status, capacitor
charge or presence of the ball on the infrared sensor.

The proposed strategy uses the System Identification Toolbox from MAT-
LAB integrated into the tuning algorithm to adjust the parameters in real-time.
MATLAB processes the data and returns suitable control constants for the oper-
ation of the motors according to the reference parameters. Figure 7 below shows
the result of the proposed method when compared to a robust approach, which
cannot be executed in real-time and requires more in-depth knowledge of control
systems for its implementation.
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Fig. 7. Motor response to a reference speed using a robust QFT approach and the
proposed telemetry-based approach [1].

Ongoing works use the proposed telemetry-based strategy to collect data
for training Reinforcement Learning algorithms, genetic algorithms, and wheel
failure prediction techniques.

5 Dribbling: mechanical and dynamic analysis

In the Small Size League, a good dribbler design gives a significant in-game
advantage to the teams. Therefore, during the last two years, we conducted a
complete study of the mechanics and dynamics of the dribbler, and we devel-
oped a functional and reliable dribbler since our team joined the league. The goal
of this study entitled Mechanical and Dynamic Analysis for Design and Devel-
opment RoboCup SSL Dribbling Mechanism [2] was to analyze all the forces
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acting on the dribbler. Additionally, we performed an energy balance through a
dynamic simulation to calculate how much energy a dribbler mechanism must
absorb to receive a pass at a certain speed and keep the ball in contact with the
system.

Figure 8 below shows an overview of the proposed system. We started with
a 3D modeled design considering the constraints of our robot, such as available
space, maximum covered area, and physical parts. Then we exported the de-
signed CAD files to a simulation software responsible for the dynamic analysis
of the system considering all the mechanical properties of each part of the drib-
bler. The dynamic analysis step performs the energy balance of the dribbling
system, indicating the total energy that the mechanism needs to absorb to re-
ceive a pass and keep the ball under control. The third step is to perform a
mechanical analysis of the mechanism, which means to survey all the forces that
act on the system to design a set of springs capable of absorbing the impact of a
pass and keeping the ball spinning in the dribbler. Finally, we have the validation
stage in the real-world environment, where the designed models are made and
tested for validation in a competition environment.
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Fig. 8. Overview of the proposed mechanical and dynamic analysis method [2].

As one of the main contributions of this work, we highlight the two tests per-
formed in the dynamic analysis stage. The first test refers to receiving the pass,
where the vertical springs receive the most significant effort. The second test
considers the ball already attached to the dribbler. The goal here is to maintain
only the rotational kinetic energy and eliminate the translational kinetic energy
of the system, preventing the ball from escaping. We also considered friction
at all stages of the analysis. Figure 9 below shows a free-body diagram with a
simplified dribbler structure and all the forces acting on the system.

Some of the results include the calculation of the elastic constant of the
springs to absorb the indicated energy. However, the calculation of the exact di-
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Fig. 9. Free-body diagram of forces acting on a simplified dribbler mechanism [2].

mensions of the springs depends on the space available on the robot. Our system
has limited space for damping. Thus, we replaced the springs with Ethylene-vinyl
acetate (EVA) copolymer pieces. In practical tests, the system successfully ab-
sorbed passes of 4.5 m/s. With the ball attached to the dribbler, we moved along
the x-axis with speed from -0.5 to 1.5 m/s. On the y-axis, we moved from -0.5
to 0.5 m/s. The angular speed achieved with the robot rotating on its axis was
from -6.5 to 6.5 rad/s.

With the improvements presented in this work, it was possible to correctly
validate the ball placement algorithm to position the ball within time. With
that, the team managed to stand out by winning first place in the RoboCup
2021 Ball Placement Challenge.

6 Software Unification

At RoboCup, we have a range of robot soccer leagues such as Humanoid, Stan-
dard Platform, Middle Size, Small Size, and Simulation. Each category has its
particularities and challenges stated in its rules, using different hardware and en-
vironment. Even with different approaches, these leagues share a common goal of
making robots play soccer cooperatively, sharing their solutions and codes. How-
ever, the teams usually develop state-of-the-art algorithms to their category with
a separate infrastructure. As we participate in two similar soccer categories, we
would like to exchange code pieces and avoid the amount of duplicated workload.

In addition to participating in RoboCup SSL, we also participate in another
soccer category called IEEE Very Small Size Soccer (VSSS). This category is
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considered an entry-level to SSL. However, it has several similarities, especially
in terms of systems architecture, such as a camera at the top, the communication
system, the use of a golfball, and algorithms.

As team members moved from one category to another over the years, we
felt that the learning curve for integrating the members was very long. We have
already solved some problems in one category but not in another. Simply im-
porting these solutions can be a complicated process even with both software
using C++ and the Qt framework. Even with similar proposals, the categories
had a completely different ecosystem. The problem of contrasting ecosystems
became visible when we tried to relate the development of the reinforcement
learning team [6]. Initially, this work focused on VSSS, with the advances along
the years, such as developing a cognition system completely in reinforcement for
VSSS. Then, with the good results of this approach, we started to implement
reinforcement solutions in SSL. First, however, we would have to rebuild all
the reinforcement learning infrastructure from scratch without a standardized
codebase for both teams.

The software unification project has been one of the team’s most ambitious
projects in recent years. In order to build a codebase for SSL and VSSS, and
support the reinforcement infrastructure, we decided to create a unified ecosys-
tem called soccer-common. Under this unification project, each category would
inherit a series of standards and base algorithms, allowing the teams to speak the
same ”language” , develop the same architecture, and avoid duplicated work. Fig-
ure 10 presents the Soccer-common structure, which facilitates code and people
sharing between leagues.

3) Category Development

(2) Ecosystem Base

Connection of Modules in Publish-Subscribe Pattern

Specialization of Base Classes in Modules

(1 Soccer-Common Infrastructure

soccer-common cmake-common scripts-ubuntu

Fig. 10. Soccer-common architecture.

The proposed unification comprises a three-layer architecture:

— Soccer-common. It gathers all the common infrastructure with codes such
as math and geometry refactored from the independent cognition software.
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These codes are case standardizations to minimize verbosity. Thus, all cat-
egories now have a robust library, able to receive features specific to each
category easily integrated into the common base for use in all team’s leagues.

— Ecosystem Base. This base facilitates the use of the architecture’s func-
tionality and allows the expansion of the common base into the software of
each category in a concise way. We make extensive use of the inheritance
and polymorphism concepts of modern C+4. We can keep our software on
this infrastructure through templates and base classes, keeping everyone de-
veloping in the same pattern. In order to easily include the dependencies of
each category, we started using CMake. CMake is a widely used build sys-
tem that integrates most open source libraries and code. Our previous build
system, QMake in Qt6, was deprecated. Now CMake is also fully integrable
with several IDEs.

— Category Development. Finally, the top layer includes the adaptation
and particularities for the different leagues. The common features can be
used for both systems and reduce the development time significantly.

The demo for this architecture is available in project-unification', and it was
used for the selective process in SSL and VSSS in the last year.

7 Works in progress

This section presents our ongoing works for this year’s competition and the next
ones with a long-term view aligned with the league goals.

7.1 Strategy Improvements

The SSL’s Software Team is currently developing the Software Unification (Sec-
tion 6) and is refactoring its cognition software within this ecosystem. The previ-
ous software version carries old patterns made when the team was inexperienced
before starting in the category in 2018. With all the fixes and improvements over
the years, we noticed software limitations in some aspects, such as context and
information management, especially with a high learning curve for integrating
new members. Thus, the code reached its limit, and its problems became more
latent with a perspective of expansion and constant improvement of the software.

When we reached a stable version of mechanical and hardware in our robots,
we started to verify some problematic points of our software. Unfortunately, it
became hard to solve some bugs, eventual crashes, confusing/complex code to
be understood, and many flags, contributing to behavioral errors introduced by
the programmers.

The team started to analyze the software in-depth and noticed that most of
the flags in the code focused on the referee’s command processing and behavior
selection according to the game state since the same function defined the behav-
ior for all players in several game states. This function depended on many state

! https://github.com/robocin/project-unification
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flags controlled by the referee’s processing or vision information. Therefore, the
decision was non-linear and had many cases and exceptions treated in condi-
tionals, and any modification affected the game as a whole. In the new version
of the software, we unified the referee’s states and changes defined by the vision
without using flags.

We started to build a clean code applying discretization into a state tree.
This method allowed us to create small conditional and verification blocks, as
well as use recent C++ features, such as std::variant[4] to match method calls
of classes automatically. Each state of our game has a method responsible for
defining the robots’ behavior only in that state, thus avoiding the critical zone
bottleneck of the previous version.

One of the main difficulties we faced during the matches was the number
of fouls committed by our team, with the majority being bot crashing, which
always made the team lose players and consequently lose space on the field. Some
contacts are inevitable, but the number of our team’s fouls could be reduced by
optimizing the robot’s positions. We tried to make the robot walk less on the
field as the game context changes, refactoring the positioning and behavior of
marking and defending. Furthermore, we developed improvements in obstacle
construction by considering other robots’ speed, merging overlapping obstacles,
and handling particular cases like when the destination is in an obstacle.

7.2 Dribbler: centering the ball

We chose to consider the dribbler bar with a smooth surface during the analysis
to simplify the simulations and decrease the system’s complexity. With the pos-
itive results in terms of impact absorption and ball maintenance, the mechanic’s
team now gathers efforts to conduct a study on how different dribbler bar shapes
and different centering profiles can impact the final result of keeping the ball cen-
tered or not. Now, the idea is to keep the dribbler structure and modify only the
silicone bar. With this, the team will conduct a complete study to understand
which parameters are essential for centralization and further contribute to the
advancement of the category.

7.3 Minor Mechanical Improvements

As demonstrated in previous sections, the main mechanical improvement for the
robot of the year 2021 was in the dribbler. However, the team is also developing
minor optimizations in the kick system and the coupling between the motor and
wheel.

One problem that sometimes occurs is the kick coil getting stuck and not re-
turning to its initial state. When investigating the problem, the team discovered
that the 3D printed coil deformed as the temperature increased, which led to
the kicker bar not returning to the initial state after a kick. The team chose to
machine the coil and perform reliability tests to see if the problem was solved.
Unfortunately, due to the worsening of the pandemic, the validation tests are on
hold.
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We also are working on improvements in the gearing between the wheel and
the motor. As shown in the 2020 TDP [7], we designed a small machined part
that attaches the wheel to the robot base. This part is responsible for aligning
the gearing. Over time, we notice a gap between the machined part and the
3D printed base, increasing the robot’s vibration and resistance to motion. The
team works to develop an alternative to the machined part involving all the
motor-to-wheel connections, similar to bearing support, to improve the gearing.
Figure 11 shows the concept of the solution under development.

Motoriilli
connectors

Whee
connectol

Fig. 11. 3D modelled concept to improve motor-to-wheel connections.

7.4 Ball Placement Challenge

As mentioned in Section 5, we have successfully developed a working dribbler
that helped us to win the Ball Placement challenge at RoboCup 2021. However,
since the dribbler was ready only a few weeks before the competition, we did
not have enough time to optimize the speed and accuracy of the placement
algorithm. Consequently, we lost some attempts because of a few seconds. For
the challenge at RoboCup 2022, the team intends to speed up the movement
and develop an approach that uses passes to complete the placement at long
distances.



14 Rob6CIn Extended Team Description Paper for RoboCup 2022

7.5 Vision Blackout Challenge

In 2020 the team started developing a robot for the Vision Blackout Challenge.
The team found it best to develop sub-modules, integrate them and put the
system to work. The work in Section 2 is one of the parts to solve the problem
of how to identify objects through a front-facing camera. Other works in de-
velopment for this challenge involves: adding on-board navigation to the robot,
estimating the point of the object identified by the camera in the field, using
sensor fusion techniques to improve navigation without feedback from external
sensors, and integrating the sub-modules to build an SSL robot with a higher
degree of autonomy.

We have found this as an opportunity for research, and we think this is the
path the category should follow in the future. That is why we are proposing
undergraduate and graduate research to develop this system, and we hope to
present our solutions in competition soon.
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