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Abstract. RoboDragons are a team of the RoboCupSoccer Small Size
League from Aichi Prefectural University, Japan. This paper shares two
technical topics with respect to our system updates between 2023 and
2024: one is brief introduction of our new robots and another is ex-
perimental evaluation of a depth estimator based on on-board camera
images.

1 Introduction

RoboDragons are a team of Aichi Prefectural University (APU) participating
in the Small Size League (SSL) of RoboCupSoccer. This team originated from
Owaribito—a joint team between APU and Chubu University—which was founded
in 1997. In 2002, since two universities have been ready to manage each indi-
vidual team, APU built a new team, RoboDragons. After that, RoboDragons
have been participating in the SSL for more than 19 years including activities
as CMRoboDragons—a joint team with Carnegie Mellon University in 2004 and
2005. Our best record was the second place in 2009. We also finished thrice in
the third place (2007, 2014, and 2022) and four times in the fourth place (2004,
2005, 2013, and 2016). In RoboCup 2023 (Bordeaux, France), we placed fifth
out of seven teams in Division A.

This paper provides the technical information about system updates that
RoboDragons have tried between 2023 and 2024. Section 2 briefly introduces
our new robots; Section 3 discusses whether or not a depth estimator based on
on-board camera images can be used in the SSL through experimental evaluation.

2 Eighth-generation RoboDragons Robot

Since RoboCup 2017 (Nagoya, Japan), RoboDragons had used the seventh-
generation (7G) robots [1] for twelve domestic and international competitions
while adding some modification on the hardware [2–5]. For RoboCup 2024 (Eind-
hoven, The Netherlands), the eighth-generation (8G) robots (Fig. 1) will be
newly introduced. Those robots, however, are still in development, which will
finish at the end of April 2024. So, the initial version of this ETDP provides
only the main changes between the 7G and 8G robots as shown in Table 1. The
details will be revealed at the venue of RoboCup 2024 and in our ETDP of next
year.
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(a) overview (b) main board

Fig. 1: The eighth-generation RoboDragons robot

Table 1: Main changes between the 7G and 8G robots
7G 8G

Control Unit Renesas Electronis SH2A Xilinx Zynq XC7Z7010-1CLG400
+ Xilinx Spartan-6 FPGA

Wheel Motor Maxon EC-45 Flat 50W Maxon EC-45 Flat 50W

Dribble Motor Maxon EC 16 30W Moons’ ECU16052H24-S002
&PG16M-0004

Sensors BOSCH BMA250 TDK Invesense ICM-42607
+ TDK InvenSense ITG3400

3 Experimental Evaluation of Depth Observer

The SSL-Vision system is one of the unique characteristics in the SSL. This plays
a vital role in the sense of providing global vision to detect the positions of the
game objects—a ball and robots—on the field. However, the system is frequently
affected by optical noises. Also, it occasionally fails to track when, for example,
the objects are hidden from the field-of-view of the global cameras, which may
lead the robots to behave unpredictably. Therefore, alternatives/supplimenta-
ries based on local sensors are highly demanded. Although position estimating
methods based on LiDAR or depth camera are well-known, those would not
be suitable for the SSL robots due to limitations of the onboard computer and
the fast-paced game. On the other hand, from the perspective of control theory,
dynamical problems to estimate/reconstruct three-dimensional positions from
the image sequences have been considered. In particular, an essential problem
is depth estimation, and De Luca, et al. [6] propose a depth observer as a kind
of soft sensor. To discuss the effectiveness of such a soft sensor in the SSL,
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Fig. 2: Camera frame and image plane definitions

this section evaluates the depth observer proposed by [6] through experimental
results.

3.1 Brief Summary of Depth Observer [6]

Figure 2 shows the geometric relation between the camera frame Σc and its image
plane. Similarly to [6], assume that a target object does not move. Then, the
motion of its coordinates in a moving frame associated with a pin-hole camera
and the dynamics of its projected point on the image plane are described as
follows:
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Ẋ
Ẏ
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where X, Y , Z represent the target position, vc (:= [vx, vy, vz]!), ωc are the
camera linear and angular velocities in the moving frame, fu, fv means the
coordinates of the projected point in the image plane, and λu, λv are focal
length in pixel 1, respectively.

Letting x̃ = [fu, fv, 1/Z]! be the state vector and u = [v!
c ,ω

!
c ]

! be the
input vector, Eqs. (1) and (2) can be reduced to the following state-space rep-

1 Each focal length is derived from multiplying the normal focal length λ by the
magnification along the corresponding axis on the image plane
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resentation:
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Note that the tracking target is supposed to be always in the field-of-view of the
camera, so that x̃3 can be defined (otherwise, the camera failed to track).

For the problem to estimates the state x̃, especially x̃3 (= 1/Z), from the
system (3), De Luca, et al. have proposed the following nonlinear observer:

˙̂x = α(x̂,y)u+ β(x̂,y,u) (4)

with
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where x̂ is the estimation of the state x̃, and ki, i = 1, 2, 3 is the observer gain,
respectively. Letting e = x̃− x̂ be the estimation error vector, Reference [6] has
proved a proposition that limt→∞ ‖e‖ = 0 holds if ‖u1(t)‖, ‖u2(t)‖ are bounded
and u3 ≡ u4 ≡ u5 ≡ 0, from the properties of persistency of excitation.

3.2 Experimental Evaluation

Experimental Setup In the experimental setup, a local vision system is con-
structed by using NVIDIA Jetson Nano Developer Kit and Intel RealSense D415
Camera. The main specification of each item is as follows:

NVIDIA Jetson Nano Developer Kit
CPU: Quad-core ARM A57 @ 1.43GHz
GPU: 128-core Maxwell
RAM: 4GB 64-bit LPDDR4 25.6GB/s

Intel Realsense D415 (RGB color sensor)
Maximum resolution: 1920× 1080 pixels
Maximum frame rate: 30 fps
Field of view: 69× 42◦

In the experiment, the local vision system works at the following procedure:
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Fig. 3: The local vision system

1. The color sensor of Intel Realsense D415 camera captures images;
2. Jetson nano extracts the coordinates of the target feature point from the

images; and
3. Jetson nano sends the extracted information to the host PC.

Figure 3 shows the actual installation of the local vision system. The camera is
installed to the robot as its optical axis is parallel to the propulsion direction of
the robot.

Experimental results & discussion For simplicity, the experiment was con-
ducted under the following setting:

– Move the robot left and right at ±100mm/s periodically while taking
the same distance against the target from the camera front, i.e.,
vc = [±100, 0, 0]!, ωc = [0, 0, 0]!;

– An estimation by the observer was computed in a non-real-time way
using collected data logs of y, vc, and ωc;

Note that the camera velocities (vc,ωc) correspond to that of the robot, owing to
the above-mentioned camera installation. The robot velocities can be estimated
by SSL-Vision and the extended Kalman filter. Figure 4 depicts an experiment
result with the parameters x̂(0) = [50, 50, 1/2000]!, k1 = k2 = 3.75, and k3 =
3/107. Figures 4a and 4b show the response of vx and (fu, fv) that the observer
requires for estimation. From Fig. 4c, it can be seen that the estimation errors e1
and e2 exponentially converges to the neighborhood of zero; from Fig. 4d, the
depth estimation error Z − 1/x̂3 decreases steeply at the beginning but leaves a
steady-state error of about 90.8mm at the end. According to the SSL rules, this
result indicates that the observer can be partially usable, for example, in ball
placement with the error radius of less than 150mm.
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(a) Camera velocity vx (b) Coordinates of the feature point

(c) Estimation error e1 and e2 (d) Estimation error of the depth

Fig. 4: Experimental result

4 Concluding Remarks

This paper has shared the technical information of RoboDragons 2023–2024.
The contents are divided into two parts: the first is a brief introduction of the
8G robots and the second is experimental evaluation of a depth estimator based
on on-board camera images.
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